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Abstract
This paper presents an innovative creative process for designing ceramic vessels. The authors detail how three disparate concepts – mobile device-driven creativity, digitally designed and fabricated ceramics, and multi-sensor data fusion – are unified and applied to an emerging practice where sensor data are used to generate vessel designs via a prototype smartphone app. A pilot study is presented, where users in a variety of locations tested the app and their designs were 3D printed, with location becoming a tangible parameter. Results show the feasibility of using data-fusion, mobile devices, and digital fabrication to create physical, location-specific artefacts. Broad implications and potential ways forward are then discussed.

Exploration of digitally fabricated ceramics and vessels is increasingly common [1--3]. Recent work has touched on location-specific design and digital manufacturing, notably Stratigraphic Manufactury [4] where the same digital files were sent to different ceramic 3D printing centres so that each printed cup was unique due to different production conditions, or errors. In Adaptive Manufacturing [5] information measured by external sensors controls a 3D printer, and in Solid Vibration [6] sound waves cause a 3D printer bed to vibrate during the manufacturing process, creating Moiré patterns in printed vessels. Fig. 1. The smartphone app interface. (© Paul D. Found.)

In contrast to these, we take inspiration from mobile music creation, where the in-built capability of mobile devices to record, process, and display data from multiple sources is at the core of a creative process and location, and sensed data from this location, are the fundamental drivers of form. Our aim is to build on this work to further explore location as a tangible parameter in digital fabrication.
Mobile Music
For more than a decade, mobile phones have been used as the creative tool for music [7], in part because they are ubiquitous, portable, and powerful enough to allow the creation of music anywhere [8]. By democratizing access to sensor technology, they allow new cultural contexts for interaction [9] and new forms of expression [10]. Rather than using the phone to mimic an existent musical instrument, the mobile device becomes the instrument, and data derived from its sensors directly enable the creative output, with location becoming a tangible parameter [11]. The use of mobile devices in specific design contexts offers similar benefits, and the device has the potential to become a portable, convenient, self-contained modelling tool that facilitates intuitive interaction anywhere, anytime.
Multi-Sensor Data Fusion
Data fusion is broadly defined as combining data from multiple sensors to achieve improved accuracies and more specific inferences than could be achieved by using a single sensor [12,13]. Within this there are 5 levels, of which Data In–Data Out (DAI-DAO) fusion is the least sophisticated [14]. DAI-DAO fusion is sufficient for this research, as the inputs are data from various sensors, fused together and subsequently output as physical artefacts. While smartphone-based sensor fusion has been used in a wide range of applications [15-17], the use of sensor fusion in interfaces for music creation is a rare example of its use in creative practice [18].
App Design
To create the prototype app, Processing for Android software was used. By design, the app is very simple. Once installed on a mobile device the app can be opened, and the displayed interface consists of only three elements: 1) an accurate 3D representation of the vase form, 2) a text display of the data being read, and 3) an “EXPORT” button which allows the created digital file to be saved to the device’s SD card. When the app is opened, the design of a vessel is generated from real time data – light, sound, longitude, latitude, altitude, and magnetic field – thus capturing a moment in time (Fig. 1). The user presses the EXPORT button to save the design as a stereolithography (STL) format file, ready for 3D printing. No other interaction is needed from the user. The sensor data are mapped to upper and lower limits to prevent extremely abstracted forms being created. While this does restrict the range of forms, it ensures they can be 3D printed.
Pilot Study
The described research uses a mobile device as a generic design tool, and places its portability, ubiquity, and inherent features at the forefront of the design process. To do this, the creative process undertaken in the study aimed to: 1) test the usability and functionality of the prototype app, 2) access and utilise data that contribute to specifying a location, 3) digitally design vessel forms locally, based on those data, and 4) digitally fabricate vases to demonstrate the overall feasibility of the process to make location tangible.
To capture real-time data from a range of different locations, six participants across the world, one each in Germany (I), Singapore (R), and Taiwan (B), and three in the UK (J, P and M), were invited to take part in the pilot study. The app was sent to the participants to install on their own mobile devices. They were tasked with running the app to create a vessel form and sending the created file back to the authors for digital fabrication.
Results
The participants were able to successfully produce and send files using the app. To test whether they were suitable for digital fabrication, test prints were produced in plastic, and then final prints were produced in clay.
Files were not edited or post-processed other than scaling to ensure they fit within the build volume of the 3D printer and slicing to prepare them for fabrication. Black PLA material was used to produce thin-walled prints, 85mm high by 45mm in diameter. The series of six vases printed successfully.
[bookmark: _Hlk53145805]The same STL files were then sent to Yao van den Heerik and Marlieke Wijnakker of VormVrij® | 3D in The Netherlands. Designers and manufacturers of LUTUM® ceramic 3D printers, they produced high-quality clay prints of the vases and fired them to their finished state. The manufacturing process uses a constant flow of material, here red stoneware, pushed through the printer head nozzle by pressurised air, to build up objects layer by layer.
For the vases, a 3mm nozzle was used to expel the clay in 1mm layers. Each vessel measures 170mm high by 100mm in diameter, the size exported by the app. The completed vases (Fig. 2) are left unglazed to avoid hiding their textural qualities, and then kiln fired at 1230°C.Fig. 2. 3D Printed Ceramic Vases: J, R, B, P, I and M. (© Paul D. Found.)


The layers created by 3D printing, being an integral part of the production process, are not hidden, but are instead part of the design. While retaining detail that demonstrates the differences between each generated form, producing them in ceramic creates artefacts that are of much greater aesthetic and functional quality than those produced in plastic.
Conclusion
The results of this preliminary investigation successfully meet the original aims. The described process demonstrates that data derived from smartphone embedded sensors can be used to create vessels that tangibly represent locations; locations not only in the sense of geographical position, but also some of the environmental attributes that make each of them distinct.
 The prototype application produces digital files which can be 3D printed in clay. These are sufficient to conclude that high quality, end-use products can be designed and manufactured using the described creative processes.
While initial results are promising, there are limitations that must be acknowledged. The vases, although derived from the data, and clearly distinct from one another, are influenced strongly by only two of the data sources: light and noise. Light dominates, with the point count – points of inflection around the circumference of the vase – being the most noticeable feature. The choice of data is not arbitrary, and it was never the intention to be able to identify the location from the vase, this may need to be reviewed as more careful consideration of which data are measured, and how they are mapped to the vase form, might allow for the influence of each specific data source to become clearer.
While the users are free to choose a location and time to run the application and can do so as many times as they wish, they have no control over the final output. While intentional, as the data itself must drive the form, there has been no discussion here on what impact this approach has upon notions of creativity and authorship of the design.
Ideally, each vessel would be printed on location, using local materials. This would mean individual vessels become a physical instantiation of a time and location. These are directions for further research.
Future work must address the limitations described but it is hoped this research will inspire more creative applications that combine mobile-based sensor fusion and digital fabrication, affording as it does, the opportunity to create unique, physical objects, locally.
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